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The characteristics and mitigation of large anomalous signals that have been observed in the CMS barrel Electromagnetic Calorimeter during proton-proton collisions are evaluated and investigated. The origin of these signals is summarised and their distinguishing features are described. A study is performed to investigate the effectiveness of signal pulse shape differences in distinguishing between anomalous signals and real electromagnetic energy deposits. To this end, the efficiency of a specific pulse shape dependent variable is evaluated using CMS data recorded in 2012. One particular limitation of this method is identified and several potential solutions are explored using a specially developed Monte Carlo simulation. The most effective solutions are identified and recommendations for their proposed implementation in CMS are provided.
Contents

Acknowledgements iii

Abstract iv

List of Figures vii

List of Tables ix

1 Introduction 1

2 CMS and the ECAL 3
  2.1 The CMS ECAL 3
     2.1.1 Lead Tungstate Crystals 5
     2.1.2 Avalanche Photo Diodes 6
  2.2 The CMS trigger 7
     2.2.1 Triggering on $e\gamma$ signals 8
     2.2.2 Triggering on spikes 8

3 Properties of spike signals 13
  3.1 Energy topology 14
  3.2 Pulse shape 15
  3.3 Reconstructed time 16

4 Current spike mitigation 19
  4.1 Online spike mitigation 20
  4.2 Offline spike mitigation 21
     4.2.1 The Swiss-Cross 21
     4.2.2 Reconstructed time 21
  4.3 Uneffected spike regions 23

5 Pulse shape analysis of 2012 data 25
  5.1 The $\chi^2$ test 25
  5.2 The CMS $\chi^2$ 27
  5.3 The $\chi^2_{CMS}$ blind spot 29

6 Development of a specialised pulse shape Monte Carlo simulation 33
  6.1 Simulation of analogue pulse shapes 34
  6.2 Simulating the $\chi^2$ behaviour of CMS 36
<table>
<thead>
<tr>
<th>Chapter</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>Optimisation of pulse shape discrimination using the Monte Carlo simulation</td>
<td>41</td>
</tr>
<tr>
<td>7.1</td>
<td>Tuning the electronic shaping time</td>
<td>41</td>
</tr>
<tr>
<td>7.2</td>
<td>Optimising the digitisation phase</td>
<td>45</td>
</tr>
<tr>
<td>7.3</td>
<td>Increasing the number of digitised samples</td>
<td>47</td>
</tr>
<tr>
<td>8</td>
<td>Analysis of results and conclusion</td>
<td>49</td>
</tr>
<tr>
<td>8.1</td>
<td>Summary</td>
<td>49</td>
</tr>
<tr>
<td>8.2</td>
<td>Analysis of proposed solutions</td>
<td>50</td>
</tr>
<tr>
<td>8.2.1</td>
<td>The electronic shaping time</td>
<td>50</td>
</tr>
<tr>
<td>8.2.2</td>
<td>The digitisation phase</td>
<td>51</td>
</tr>
<tr>
<td>8.2.3</td>
<td>The number of digitised samples</td>
<td>52</td>
</tr>
<tr>
<td>8.3</td>
<td>Conclusion</td>
<td>53</td>
</tr>
<tr>
<td>9</td>
<td>Links to relevant computing code</td>
<td>59</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------------------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>1.1</td>
<td>A cross sectional view of CMS showing an example of a spike signal in the ECAL</td>
<td>2</td>
</tr>
<tr>
<td>2.1</td>
<td>An overview of the CMS detector.</td>
<td>4</td>
</tr>
<tr>
<td>2.2</td>
<td>Layout of the CMS ECAL.</td>
<td>4</td>
</tr>
<tr>
<td>2.3</td>
<td>The CMS barrel ECAL under construction.</td>
<td>5</td>
</tr>
<tr>
<td>2.4</td>
<td>A Lead Tungstate crystal from the barrel ECAL with two APDs glued at the base.</td>
<td>6</td>
</tr>
<tr>
<td>2.5</td>
<td>Stages of the CMS trigger rate reduction.</td>
<td>8</td>
</tr>
<tr>
<td>2.6</td>
<td>Selection of electrons and photons by the Level-1 trigger.</td>
<td>9</td>
</tr>
<tr>
<td>2.7</td>
<td>The total rate of electromagnetic triggers at Level-1 that are due to spikes as a function of transverse energy.</td>
<td>10</td>
</tr>
<tr>
<td>3.1</td>
<td>A graphical example of spikes being produced in the APDs.</td>
<td>14</td>
</tr>
<tr>
<td>3.2</td>
<td>Summary of the topological characteristics of spikes and $e\gamma$ showers.</td>
<td>15</td>
</tr>
<tr>
<td>3.3</td>
<td>Typical spike and $e\gamma$ pulse shapes.</td>
<td>16</td>
</tr>
<tr>
<td>4.1</td>
<td>This plot demonstrates the function of the sFGVB algorithm.</td>
<td>20</td>
</tr>
<tr>
<td>4.2</td>
<td>Swiss-Cross distributions of spikes compared to that of electromagnetic showers.</td>
<td>22</td>
</tr>
<tr>
<td>4.3</td>
<td>Reconstructed time distributions of spikes compared to electromagnetic showers.</td>
<td>22</td>
</tr>
<tr>
<td>4.4</td>
<td>Swiss-Cross distribution of CMS events plotted against their reconstructed time.</td>
<td>24</td>
</tr>
<tr>
<td>5.1</td>
<td>The digitised pulse shapes of $e\gamma$ signals and spikes are demonstrated here.</td>
<td>26</td>
</tr>
<tr>
<td>5.2</td>
<td>Distribution of $\chi^2_{CMS}$ for 2012 CMS data.</td>
<td>28</td>
</tr>
<tr>
<td>5.3</td>
<td>Spike rejection efficiency plotted against $e\gamma$ acceptance efficiency for cuts on the $\chi^2_{CMS}$.</td>
<td>29</td>
</tr>
<tr>
<td>5.4</td>
<td>The $\chi^2_{CMS}$ of 2012 data plotted against the reconstructed time of the events.</td>
<td>30</td>
</tr>
<tr>
<td>5.5</td>
<td>Average CMS spike and $e\gamma$ pulses within the $\chi^2_{CMS}$ blind spots.</td>
<td>31</td>
</tr>
<tr>
<td>6.1</td>
<td>Summary of the digitisation process in ECAL.</td>
<td>34</td>
</tr>
<tr>
<td>6.2</td>
<td>Simulated analogue pulse shapes for $e\gamma$ showers and spikes.</td>
<td>36</td>
</tr>
<tr>
<td>6.3</td>
<td>Probability distributions of reconstructed energy and reconstructed time for spikes and $e\gamma$ signals.</td>
<td>38</td>
</tr>
<tr>
<td>6.4</td>
<td>The distribution of the $\chi^2$ for simulated $e\gamma$ and spike pulses.</td>
<td>38</td>
</tr>
<tr>
<td>6.5</td>
<td>These plots display the simulation of the $\chi^2_{CMS}$ blind spot.</td>
<td>39</td>
</tr>
<tr>
<td>6.6</td>
<td>Spike rejection efficiency is plotted against $e\gamma$ acceptance efficiency for simulated spikes and electromagnetic showers.</td>
<td>40</td>
</tr>
</tbody>
</table>
List of Figures

7.1 Simulated analogue pulses for 3 different shaping times are plotted. . . . . 43
7.2 Spike rejection efficiency plotted against transverse energy for conditions present in 2012 and predicted for 2030. . . . . . . . . . . . . . . . . . . . . 44
7.3 Spike rejection efficiency plotted against $e\gamma$ acceptance efficiency for shaping times of 20 ns and 43 ns. . . . . . . . . . . . . . . . . . . . . 45
7.4 $\chi^2$ of simulated signals is plotted against their reconstructed time for the CMS and optimal digitisation phases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.5 Spike rejection efficiency plotted against $e\gamma$ acceptance efficiency for the CMS and optimal phase shifts. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
7.6 The effect of increasing the number of samples on the $\chi^2$ distributions of spikes and electromagnetic showers is illustrated. . . . . . . . . 48
7.7 The effect of increasing the number of samples on the efficiency curves of the $\chi^2$ variable are plotted. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
List of Tables

2.1 Summary of the long term effects of spikes on the trigger system. . . . . . 10

7.1 A summary of the effect of dark current ($I_d$) and electronic shaping time ($\tau_e$) on the APD noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
1

Introduction

The Standard Model of elementary particle physics describes, to a remarkable accuracy, the interactions between elementary particles that are known to exist. In order to confirm the descriptions of the standard model or other models, such as supersymmetry, the interactions between elementary particles have to be reproduced and observed.

The particle detectors at the CERN Large Hadron Collider (LHC) along with the collider itself were constructed to test these models and search for new physics [1, 2]. The experiments conducted by each detector are at the forefront of precision measurements of High Energy Particle physics[2]. Most recently this was demonstrated by the confirmation of the last remaining elementary particle predicted by the standard model, the Higgs boson. This was due to the observation of the decay of the Higgs boson (via $H \rightarrow \gamma\gamma$ and other channels) in two independent general purpose detectors at CERN, the ATLAS and CMS experiments[3, 4].

In order to provide accurate measurements of the properties of particle interactions and the particles themselves, the CERN detectors require large data samples. There is limited space is available for storing all the information that comes from the LHC detectors. Therefore, is essential that the components of each detector operate at optimal levels so that no unwanted data are stored and no useful data are ignored.
In the Compact Muon Solenoid (CMS), the component responsible for measuring electron (e) and photon (γ) events is the Electromagnetic Calorimeter (ECAL). This is the sub-detector responsible for providing precise measurements of photon energies in the $H \rightarrow \gamma\gamma$ decay channel, as well as the measurement of electron energies in $H \rightarrow ZZ \rightarrow 4l$ decays. All other measurements involving electrons or photons which are produced at the interaction point are also performed by the ECAL. Therefore, maintaining its excellent energy resolution[5] is essential for retaining useful and accurate physics data.

During the first LHC proton-proton ($p - p$) collisions in late 2009, anomalous isolated high energy signals were observed in the barrel region of the CMS ECAL. These signals, labelled *spikes* to reflect their local energy profile (Figure 1.1), appear as isolated signals with apparent energies up to several hundreds of GeV. Because they are isolated high energy signals in ECAL, spikes mimic the appearance of electrons or photons in CMS. If they occur at a high enough rate, these anomalous events create a significant problem for the efficient selection of real electrons and photons in CMS[6].

This research project was conducted to further optimise the mitigation of these anomalous signals. The origin and characteristics of spikes in CMS were studied. Current mitigation methods employed were understood and their performance, as well as their limitations were analysed. More advanced mitigation methods were investigated using the signal pulse shape using CMS data from $p - p$ collisions at the LHC in 2012. The current limits of these advanced mitigation techniques were identified. Attempts were made to optimise spike rejection techniques via the use of a specially developed Monte Carlo simulation. Finally, the results of these studies along with recommendation on the optimal spike rejection method to implement for the future are presented.

**Figure 1.1:** A cross sectional view of CMS showing an example of a spike signal in the ECAL. This was taken from a run with $\sqrt{s} = 2.36$ TeV and the signal corresponds to 690 GeV of transverse energy[6].
I think I came close to dying only twice.

David Petyt, *While discussing cycling*

2

CMS and the ECAL

The Compact Muon Solenoid (CMS) (Figure 2.1) is one of two general purpose detectors located at the LHC at CERN. Located 100 m underground, the CMS detector weighs more than 14,000 tonnes and operates under the influence of a 3.8 T magnetic field[7].

The various layers of CMS each perform a precise set of functions. The innermost layer, the silicon tracker, is responsible for the measurement of the trajectories of charged particles emerging from the interaction point[7]. The next layer is the ECAL which is responsible for the measurement of photons and electrons. This is immediately followed by the Hadronic Calorimeter (HCAL) which is responsible for measurement of hadronic particles that are not stopped in the ECAL. The HCAL is encompassed by the muon system which measures muon trajectories and momenta[7].

As already mentioned, the ECAL is where the anomalous signals originate and so needs to be described in more detail.

2.1 The CMS ECAL

The CMS ECAL is a cylindrical detector split into a barrel section and two endcaps (Figure 2.2). This report will focus on the barrel ECAL.
The ECAL

Figure 2.1: An overview of the CMS detector. The ECAL is displayed in turquoise immediately surrounding the Silicon Tracker. The person in the image is approximately 2.0 m tall[8].

Figure 2.2: Layout of the CMS ECAL. The rows visible in the barrel are crystal scintillator supermodules. All of the 36 supermodules on the ECAL barrel contains 4 modules each with 400 – 500 scintillating crystals. This results in the 61,200 crystal scintillators in ECAL[7].
Information about electrons and photons measured by the ECAL is obtained by the measurement of scintillation light. This scintillation light is produced via the interaction of photons and electrons with crystal scintillators installed at the ECAL. When a photon or electron produced at the interaction point passes through the tracker, it is encountered by these scintillators. Through collision with these scintillators an electromagnetic shower consisting of light and other electromagnetic particles, is produced. This electromagnetic shower spreads to several neighbouring crystals and triggers other, less energetic electromagnetic showers. The energy of the components of the electromagnetic showers is eventually converted to photons through the scintillation process. Light produced in each crystal then travels down that crystal and is collected and measured by photodetectors[7].

2.1.1 Lead Tungstate Crystals

Within the barrel ECAL there are 61,200 high density Lead-Tungstate (PbWO₄) crystal scintillators. These are 23 cm long and have a tapered shape. These crystals have a pseudo-projective geometry towards the interaction point¹. The front of the crystals is 2.2 cm wide which uniformly extends to 2.6 cm at the rear face[7]. The Molière radius² is 2.2 cm which results in an average 90% of electromagnetic shower being contained

¹The narrow end faces in the direction of the interaction point without allowing any accessible gaps between the crystals.
²This is the radius of the cylinder containing on average 90% of the electromagnetic shower which is produced and is travelling along the scintillator.
The crystals within each crystal. The crystals were constructed for CMS specifically due to their good radiation tolerance, small radiation length \( X_0 = 0.89 \text{ cm} \) and fast response where 80% of the light is emitted within 25 ns [7]. This is comparable to the mean time between LHC collisions, thus reducing the probability of overlapping signals in the same crystal.

2.1.2 Avalanche Photo Diodes

The scintillation light produced by the crystals is detected by Avalanche Photo Diodes (APDs). Two of these devices are glued to the back of each crystal (Figure 2.4). These were chosen due to their good radiation tolerance, high quantum efficiency\(^5\), their stability, as well as their ability to operate under the influence of the CMS 3.8 T magnetic field [7].

Figure 2.4: A Lead Tungstate crystal from the barrel ECAL with two APDs glued at the base. The top right corner depicts the APDs front face prior to being glued to the crystal [8].

The operation of APDs relies on avalanche multiplication for measuring signals above a certain energy threshold. Avalanche multiplication occurs when a photon of sufficient

\(^3\)These relatively small transparent crystals are deceptively heavy \( \rho = 8.28 \text{ g/cm}^3 \) weighing at around 1 kg each. I, like many others, almost dropped the £1000 scintillator sample when holding it for the first time. Such accidents are likely not covered by our respective institutes and so appropriate care is advised.

\(^4\)This is the distance a high energy particle needs to travel in order to lose \( \frac{1}{2} \) of its energy through interaction with the material [7].

\(^5\)This a measure of how well optical photons absorbed and used in the generation of primary charge carriers.
energy enters the $\approx 50 \, \mu A$ silicon $PN$ junction within the APD and ionises one of the lattice atoms. Due to the tuning of the reverse bias applied to the P-N junction, the resulting free electron has enough energy to ionise another atom within the lattice and so on, with all these electron/hole pairs now acting as charge carriers across the $P-N$ junction. The result of this process is the amplification of the signal received by the APD which operates with a gain of 50[9] in CMS.

Finally, it should be mentioned that the the front face of the APDs are covered with a protective epoxy coating which is on average 400 $\mu A$ thick. This layer was included to act as a stabiliser for the two APDs attached to their mount which was then glued to the crystals. The cause of anomalous signals in the barrel ECAL is related to the presence of this epoxy layer[16]. This will be expanded upon in the next chapter.

2.2 The CMS trigger

The LHC is designed to provide $p-p$ collisions every 25 ns. This 40 MHz collision rate produces more data that can possibly be stored permanently. Many of the events at the LHC are not interesting from a physics perspective and must be filtered out[10]. The rate is reduced from 40 MHz to about 1 KHz by a real-time event selection system referred to as the trigger. This trigger has 2 main stages: The Level-1 trigger (L1) and the High-Level Trigger (HLT). The sequence of the event selection process is summarised in Figure 2.5.

These bandwidth limits exist due to limitations in the installed on-detector electronic components, the maximum practical data transfer rate from the detector, and the available real-time computing and storage resources[10].
2.2.1 Triggering on eγ signals

The pattern of energy deposited in neighbouring ECAL crystals is used to trigger on electrons and photons in CMS. The energy associated with an electromagnetic shower is calculated by summing the energy in a $5 \times 5$ crystal array (or tower) with the largest energy deposit in one of the four adjacent towers (see Figure 2.6). Since an electron or photon deposits energy in a narrow region compared to a jet, an additional requirement is that 90% of the energy in the central tower be within 2 adjacent strips of $1 \times 5$ crystals.

Finally, since electrons and photons generally do not pass through to the HCAL, the ratio of the HCAL to ECAL energies in the same direction must be less than 5%. If all these conditions are met, and the ECAL energy is greater than a set threshold, the event is triggered by L1 and passed on to the HLT\textsuperscript{11}.

2.2.2 Triggering on spikes

It has been observed in LHC data that spike production is linearly proportional to the collision rate\textsuperscript{6} and logarithmically proportional to the centre-of-mass energy (see Figure 2.7)\textsuperscript{12}. Since spikes are isolated high energy signals in the ECAL and do not have any signature in the HCAL, they often satisfy the L1 $e\gamma$ trigger requirements\textsuperscript{11}. Due to the limits imposed on the trigger and because their rates increase with luminosity, spikes

\textbf{Figure 2.5:} This diagram summarises the event rate reduction at each stage of the trigger in CMS.
Figure 2.6: Selection of electrons and photons by the Level-1 trigger. When a central tower (set of $5 \times 5$ crystals) is flagged as having an energy above a certain threshold while its 4 neighbouring towers have an energy below the threshold, the trigger checks the energy distribution between individual crystal strips (in red and yellow) within the central tower. If the energy is distributed such that 90% is located in any two adjacent strips (shown in red), the deposit is considered to be $e\gamma$-like. This example demonstrates the signature of an electromagnetic shower due to a photon or an electron.

will affect the efficiency for selecting good $e\gamma$ signals. In addition, for future running of the LHC at higher luminosity (HL-LHC)[13], an even larger proportion of L1 $e\gamma$ triggers will be due to spikes. This is caused by three factors: the increase in luminosity (about a factor of 5), the increased centre-of-mass energy (about a factor of 1.4 due to logarithmic scaling) and the increased pileup$^6$(about a factor of 7 due to linear scaling). Given these much larger spike rates, they will dominate the available trigger bandwidth if the are not effectively mitigated (see Table 2.1).

$^6$Since the LHC operates at such high luminosities, each time a collision takes place (beams cross), several simultaneous interactions between protons occur. The average number of these interactions per collision is referred to as pileup (PU). In LHC conditions in 2012, a pileup of 20 interactions was observed in CMS[10].
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<table>
<thead>
<tr>
<th>C.o.M energy (TeV)</th>
<th>Spikes per triggered event</th>
<th>Spike rate Prior to L1</th>
<th>Spike rate Prior to HLT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9 (measured, PU=0)</td>
<td>(1.666 ± 0.089) × 10⁻³</td>
<td>≈ 66 KHz</td>
<td>≈ 2.6 KHz</td>
</tr>
<tr>
<td>7 (measured, PU=0)</td>
<td>(2.697 ± 0.005) × 10⁻³</td>
<td>≈ 107 KHz</td>
<td>≈ 4.3 KHz</td>
</tr>
<tr>
<td>14 (predicted, PU=0)</td>
<td>(3.665 ± 0.007) × 10⁻³</td>
<td>≈ 147 KHz</td>
<td>≈ 5.8 KHz</td>
</tr>
<tr>
<td>14 (predicted, PU=140)</td>
<td>(5.13 ± 0.01) × 10⁻¹</td>
<td>≈ 20.5 MHz</td>
<td>≈ 821 KHz</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the long term effects of spikes on the trigger system. The 40 MHz event rate is a result of the 25 ns sampling frequency assumed for collisions at the LHC. The spikes scale logarithmically with energy and linearly with pile up. Calculations here are based on signals with an energy above 3 GeV. The **bold row** represents the predicted spike rate at a pile up of 140 expected at the High Luminosity LHC in the future[13]. The current spike rejection rate after the Level-1 trigger is assumed to be 96% based on previous studies [6, 12, 14].

![Energy dependence of the spike rate based on 7 TeV data (PU=0)](image)

**Figure 2.7:** The total rate of electromagnetic triggers at Level 1 (solid line) that are due to spikes (dashed line) as a function of transverse energy. The data used was recorded during the early stages of 7 TeV data taking. The data points are derived from the mitigation rates of an already existing spike mitigation algorithm scaled to the luminosity of the earlier data[12].

Data from Table 2.1 suggests that even with the current mitigation algorithms (Chapter 4), the rates at the HLT are still quite high and will greatly reduce its efficiency for runs with higher pile up in the future.

This loss in trigger efficiency will lead to a proportionate loss in useful physics data. For example, the number of photons detected from $Higgs \to \gamma\gamma$ decays will be reduced proportionately and so would require a correspondingly longer running time of the LHC to gather enough events to reach accuracies that are required for meaningful statements regarding the properties of the Higgs. This is also true for $W^\pm$ bosons which decay...
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with end products of electrons or photons. The same argument is valid for any and all interactions that contain end products involving electrons or photons.

The presences of spikes also induces large biases in reconstructing the energies of electromagnetic events. Since a spike represents an anomalous large energy deposit, it will also result in large missing energy in reconstructed CMS events thus compromising many searches for physics beyond the Standard Model.

Finally, without any spike mitigation techniques, the energy threshold for $e\gamma$ triggers will need to be significantly increased way beyond what is acceptable to record electrons and photons with thresholds around $20 - 30$ GeV.

For the future, the current spike mitigation algorithms need to be improved and new more rigorous mitigation techniques need to be developed. These would ideally be implemented in L1 and the HLT.
Properties of spike signals

The development of spike mitigating algorithms depends on understanding the origin and properties of these signals. Many studies have been performed on the characteristics of spikes in CMS data since their initial observation in 2009\cite{6, 15, 16}. They are understood to be produced when charged particles produced in LHC collisions, directly ionise the APDs. Spikes have also been recreated in laboratory tests of APDs and hadron test beams, further supporting this hypothesis\cite{16}.

APDs in the ECAL barrel have an epoxy coating $\approx 400 \mu m$ thick. Within the APD itself there is a $50 \mu m$ thick layer of silicon acting as its PN junction. During $p - p$ collisions many neutrons and charged hadrons are produced. Since the epoxy is 8 times as thick as the silicon within the APD, direct ionisation of the epoxy by charged hadrons is common\footnote{The cross section for $n - p$ scattering for neutrons with a few MeV of energy is on the order of one barn\cite{16}.}. This results in a proton becoming dislodged from the epoxy lattice. Once a charged hadron, usually\footnote{Very infrequently charged $\pi^\pm$ particles undergo minimal scintillation within the crystals before reaching the APD active layer.} a proton resulting from $n - p$ scattering within the epoxy, reaches the APD active silicon layer, it ionises the silicon. The resulting deposited energy then triggers the avalanche process within the APD. ECAL however, is calibrated to receive $e\gamma$ only scintillation light resulting from electromagnetic showers. Once it receives
the large signal resulting from the heavily ionising hadronic interaction, it registers an anomalously large energy deposit. Figure 3.1 shows a diagram of this process.

In addition to the spike observations in CMS and in laboratory tests, Monte Carlo simulations were developed that directly recorded the energies deposited in the APD active volumes. Spikes were also observed in these simulations, showing good agreement with CMS data and further cementing the theory that spikes originate within the APDs.

Spikes almost almost\(^3\) always occur in a single APD channel as discussed. In addition, unlike \(e\gamma\) particles, spikes typically do not generate electromagnetic showers through interaction with the scintillators. This results in a characteristic difference between the pulse shapes of \(e\gamma\) signals and spikes. These differences between spikes and signals resulting from \(e\gamma\) interactions must be exploited to obtain the best spike rejection efficiency. The remainder of this chapter will discuss these differences in more detail.

### 3.1 Energy topology

Typical electromagnetic showers resulting from scintillation light have a well-defined spread of energy between adjacent crystals with \(\approx 80\%\) of the energy being deposited in one central crystal and the remaining \(20\%\) in the four nearest neighbours. Spikes on the other hand are almost always contained within a single channel. To utilise this property the *Swiss-Cross* variable was introduced (Figure 3.2).

The definition of the Swiss-Cross is shown in Figure 3.2. Here \(E_1\) is the energy deposited in the central crystal channel. \(E_4\) is the sum of the energy deposited in its four adjacent crystal channels. Spikes will have a Swiss-Cross value close to 1 due to \(E_4\) being small.

\(^3\)It is possible for spikes to occur in two or more adjacent APD channels, however, this is unlikely given the number of spikes per acceptable events and the number of APD channels in ECAL.
Spike characteristics

Figure 3.2: Left: The energy deposition per crystal of a 23 GeV $e\gamma$ signal. Right: The energy deposition per crystal of an 11 GeV spike. Bottom: The definition of the Swiss-Cross variable. Note that the negative energy readings in the top plot are due to fluctuating noise levels in the APDs.

The Swiss-Cross value for electromagnetic showers will be generally $< 0.9$ due to the additional energy from the electromagnetic shower in the neighbouring channels ($E_4$). This variable can, therefore, be used for spike mitigation.

3.2 Pulse shape

In ECAL the analogue signal from each channel (described in more detail in Chapter 6) is currently sampled at 40 MHz (once every 25 ns) with 10 samples recorded by the system per event.
Spike characteristics

Spike signal generation does not involve the crystal scintillation process and so, their pulse shapes differ from those of typical electromagnetic showers. Average pulse shapes of spikes and $e\gamma$ signals are shown in Figure 3.3. The average spike signal rises to its peak $\approx 10$ ns earlier\(^4\) than that of an electromagnetic shower. This difference in pulse shape can be used to identify and reject spikes in CMS.

![CMS spike and $e\gamma$ pulse shape comparison](image.png)

**Figure 3.3:** Typical spike and $e\gamma$ pulse shapes. Due to the faster rise time of the spike pulse shape, even though both the $e\gamma$ and spike pulse shapes arrive at the same time, the time of the peak of the spike pulse is at -10 ns while the $e\gamma$ signal is correctly calibrated to 0 ns. These pulses are derived from CMS data.

### 3.3 Reconstructed time

The ECAL detector has excellent ($< 1$ ns) time measurement capabilities, due to the fast response of the crystals, together with the precise measurement of the signal pulse shapes\(^1\). The arrival time of a particle impinging on the ECAL is computed by comparing the measured pulse shape with a reference obtained from an electron test beam\(^1\). A further correction is made to account for the time of flight of a photon or a relativistic electron produced at the interaction point in CMS, such that the average arrival time (referred to as the reconstructed time) is zero for all channels in the ECAL.

Because the spike pulse shape differs from that of an electromagnetic shower (faster rise time visible in Figure 3.3) the apparent arrival time generally appears early relative to an $e\gamma$ signal. For a spike produced promptly with the LHC collisions, the reconstructed

\(^4\)The 10 ns scintillation time results from the properties of the PbWO\(_4\) crystals which I had the opportunity to measure directly in test beam experiments conducted in September of 2014.
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time will be \( \approx 10 \text{ ns} \) early. The origin of this 10 ns bias is the scintillation decay time in the crystals that is not present in the spike signals.

This apparent difference in arrival time can also be used to distinguish between spike and \( e\gamma \) signals.
Since the origin of the spikes is intrinsic to the APDs, any permanent solution would require the full dismantling of the 36 barrel supermodules (each containing 1,700 crystals) to perform a full replacement of the APDs or reworking of the APDs signals. This is a costly and very time consuming operation which cannot be accommodated in the upgrade schedule of CMS. In addition, it carries with it significant risks to the detector (Danger of breaking crystals when the APDs are removed). The combination of these factors, makes this option not feasible.

The current mitigation techniques used in CMS reject spikes by using the spike features described in the previous chapter, together with the functionality available in the existing on-detector ECAL readout electronics. There are two levels of spike mitigation used:

1. **Prior to the Level-1 trigger (Online):** These are methods which are placed before the Level-1 trigger and alleviate the risk of the loss of useful physics data.

2. **After the Level-1 trigger (Offline):** These are more complicated algorithms that are used at the HLT or in the offline reconstruction of data for physics analysis. Although these do not prevent the loss of useful bandwidth at L1, they do reduce the spike rates in datasets that are used for analysis.
4.1 Online spike mitigation

Since the Level-1 trigger information from the ECAL must be read out at 40 MHz, only very simple pulse reconstruction algorithms are possible. In particular, the use of detailed pulse shape differences, described in the previous chapter, cannot be used.

The current spike mitigating algorithm implemented at the Level-1 trigger is the strip Fine Grain Veto Bit (sFGVB). This uses a feature that exists in the FENIX chip used at the front-end electronics currently installed in the ECAL supermodules[6]. By using topological information, the sFGVB algorithm searches for towers with more than one crystal in a strip above a configurable threshold, and only triggers CMS when this shower-like topology is observed. In Figure 4.1 the operation of this algorithm is detailed in response to an electromagnetic shower.

![Diagram of the sFGVB algorithm operation](image)

**Figure 4.1:** This plot demonstrates the function of the sFGVB algorithm. It shows how a shower or spike is flagged based on its energy topology. If the bit returns false (bit=0), the entire crystal tower is excluded from the trigger.

Once a tower (set of 5×5 crystals) is flagged as having an energy above a certain threshold (12 GeV in 2012), the sFGVB algorithm checks the energy deposition in each strip (a column of 5 adjacent crystals) of the tower and checks them against another threshold (350 MeV in 2012)[6]. If the energy in at least two channels of a 1×5 crystal strip is above this second threshold (350 GeV), a bit is set indicating that the strip is shower-like. Finally, the 5 bits resulting from the 5 strips are ORed together and the resulting single bit instructs whether the tower should be triggered upon or not. Given this algorithm, towers with more than 12 GeV of energy containing only isolated energy deposits above 350 GeV will not trigger CMS.

---

1These are the electronic circuitry behind the crystal supermodules.
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The sFGVB has been measured to be $\geq 95\%$ efficient in rejecting spikes with a $\leq 2\%$ probability of excluding $e\gamma$ signals\cite{15}. However, it cannot eliminate those spikes that occur within a tower where an $e\gamma$ event has been recorded. Furthermore, $e\gamma$ signals occurring near the tower borders can be mistaken for spikes due to their apparent isolation in the tower. This is also true for $e\gamma$ signals that have a lateral energy distribution below the required strip threshold. Assuming 25% of the energy of a typical electromagnetic shower is deposited evenly between each of the four adjacent crystal channels results in signals with less than 4.2 GeV being excluded from the trigger due to the sFGVB algorithm. At higher luminosities, with increased detector occupancy (due to pileup) and noise, the performance of the sFGVB will progressively degrade\cite{19} and the algorithm will need to be improved.

4.2 Offline spike mitigation

4.2.1 The Swiss-Cross

The Swiss-Cross variable (Figure 3.2), which is too complex for implementation at the Level-1 trigger, is implemented at the HLT. This has the effect of flagging some of the spikes that were missed by the sFGVB. The usefulness of this variable in spike mitigation is illustrated in Figure 4.2. This shows the Swiss-Cross distribution for 2012 CMS data (left) and for a specially-generated Monte Carlo sample consisting purely of spikes (right). Here the peak at around Swiss-Cross = 0.75 in the left-hand plot is due to real $e\gamma$ signals where the energy is shared between multiple crystals. The peak on the right of this plot at Swiss-Cross = 1.0 is due to spikes, which is replicated by the dedicated spike Monte Carlo (right-hand plot). A cut on the Swiss-Cross variable of 0.9 (vertical line in the plots) rejects $>98.5\%$ of spikes with a negligible impact on the efficiency for selecting electrons and photons.

4.2.2 Reconstructed time

It was revealed in Chapter 3 (and Figure 3.3) that the reconstructed time of signal pulses can discriminate between spikes and $e\gamma$ signals due to the different pulse shapes between the two. This is illustrated in Figure 4.3, which shows the timing distribution for 2012 CMS data (left) and the spike-only Monte Carlo (right).

The left hand plot exhibits peaks at 0 ns and $\pm 50$ ns, due to $e\gamma$ showers produced during LHC collisions (in 2012 collisions occurred every 50 ns, indicated by the shaded regions of the plots). The vast majority of $e\gamma$ signals are measured within 3 ns of the collisions.
Current mitigation

Figure 4.2: Left: The Swiss-Cross distribution of real CMS data Right: The Swiss-Cross distribution of Monte Carlo spikes.

Figure 4.3: Distributions of reconstructed time for spikes and electromagnetic showers are plotted. Left: The reconstructed time distribution of real CMS data with shaded areas specifying time windows of LHC collisions. Right: The reconstructed time distribution of signals from a spike-only Monte Carlo simulation. This is from 2012 CMS data when collisions were occurring every 50 ns.

The spikes (right plot) on the other hand, are produced both inside and outside the collision windows. The peaks that occur 10 ns before the collisions are due to prompt spikes (remembering the 10 ns faster rise time of the spike pulse shapes). The spikes that occur elsewhere in this distribution are mostly due to neutrons produced in the collisions that drift around in the detector volume before undergoing \(n-p\) scattering in the epoxy and producing a delayed spike.

Implementing a cut on the reconstructed time around the collisions timing windows eliminates a large fraction (>90%) of the spikes. This timing cut is only applied offline.
and not at the HLT.

### 4.3 Uneffected spike regions

The mitigation techniques described thus far have allowed ECAL to meet its design requirements despite the presence of spikes\[20\]. As the LHC ramps up its energy and luminosity, the methods relying on the energy topology will gradually lose their efficiency due to higher pileup and noise.

In addition, the current spike mitigation methods in place do not mitigate those spikes which occur within the windows of collision and have a Swiss-Cross value smaller than 0.9. The two dimensional distribution of Swiss-Cross and reconstructed time for CMS events recorded in 2012 is illustrated in Figure 4.4.

On the top plot, the events with low Swiss-Cross values occurring every 50 ns are due to the occurrence of collisions and the presence of $e\gamma$ signals. The large number of events with Swiss-Cross values close to 1.0 across the entire region of time are caused by the long lived neutrons which exist in the volume of the detector before undergoing $n - p$ scattering in the epoxy. The concentration of events near $t = -10$ and 40 ns that extends to low Swiss-Cross values, indicate that some of the spikes are not isolated and so would fail the sFGVB algorithm at L1\[2\]. On the plot on the bottom, the regions in Swiss-Cross/reconstructed time space that have been effected by current mitigation methods are highlighted. It is visible that there are regions within the collision time windows where there is no mitigation being employed. This is problematic since it is precisely in those regions that spike mitigation is needed the most.

Finally, the pulse shape differences have not been directly exploited in mitigation methods employed thus far. The remainder of this document will concentrate on employing the pulse shape differences between spikes and $e\gamma$ signals directly, in the development of more advanced spike mitigation techniques.

---

\[2\]These are due to charged pions which undergo minimal scintillation within the crystals before ionising the APD protective epoxy.
Figure 4.4: Top: The Swiss-Cross distribution of events from 2012 CMS data is plotted against their reconstructed time. Bottom: The cuts on the Swiss-Cross values and reconstructed time values which are currently in place in CMS are displayed. Note that the regions unaffected by either cut are when LHC collisions take place, and so, contain almost all $e\gamma$ events.
Pulse shape analysis of 2012 data

The previous chapter described the existing spike mitigation methods, using the topological distribution of energy deposits, as well as the reconstructed time of the signal pulses. The latter has one disadvantage in that it cannot reject spikes that are accidentally in-time (such as those shown in Figure 4.3, right). Although the reconstructed time is an indirect measure of the difference in pulse shapes between spikes and \( e\gamma \) showers (illustrated in Figure 3.3), the direct use of pulse shape information has not yet been exploited in CMS. This possibility will be investigated in the following chapters.

As mentioned earlier, the signal pulse shapes from the ECAL are digitised in 10 consecutive time samples, each of 25 ns duration. Average digitised pulse shapes from 2012 data are shown in Figure 5.1, for both spike and \( e\gamma \) signals.

In this chapter, the performance of a statistical \( \chi^2 \) test, already in place in the CMS event reconstruction, will be studied in its efficiency to discriminate between spike and \( e\gamma \) pulse shapes.

### 5.1 The \( \chi^2 \) test

The \( \chi^2 \) statistic is a measure of the goodness of a particular fit when compared to measured experimental values. For a hypothesis with \( N \) different predicted values \( (t_i) \),
Figure 5.1: The digitised pulse shapes of $e\gamma$ signals and spikes are demonstrated here. These shapes are the average pulses of a large number of spikes and $e\gamma$ signals selected by compound Swiss-Cross and time cuts. The uncertainty for each bin is equivalent to one standard deviation.

Each with a measured value of $x_i$, and a measured standard deviation of $\sigma_i$, the value of the $\chi^2$ statistic[21] is defined by:

$$\chi^2 = \frac{1}{M} \sum_{i=1}^{N} \frac{(x_i - t_i)^2}{\sigma_i^2}$$

(5.1)

where $M$ is the number of degrees of freedom of the measured system. In the case of digitised pulse shapes in ECAL, $N$ represents the number of sampled points from the pulse shape and the $x_i$ are values stored in each of the bins of the digitised pulse. The $t_i$ are the corresponding reference values from a precise measurement of the $e\gamma$ pulse shape in a test beam. The standard deviation $\sigma_i$ is the RMS value of the noise in each digitised channel due to the electronics in ECAL. Finally, since each bin is measured independently, and there exists no imposed constraint on the measurement of the digitised samples, the number of degrees of freedom ($M$) is equal to the number of sampled points ($N$) from the pulse shape. Therefore:

$$\chi^2 = \frac{1}{N} \sum_{i=1}^{N} \frac{(x_i - t_i)^2}{\sigma_i^2}, \quad N = M$$

(5.2)
In this case, if the hypothesis \((t_i)\) is accurate for the series of measurements \(x_i\), all the terms in Equation 5.2 would be approximately equal to one and so:

\[
\langle \chi^2 \rangle = 1 \tag{5.3}
\]

Similarly, if the hypothesis is not accurate (which it is not in the case of spike pulses) the expected value of \(\chi^2\) will be greater than one.

### 5.2 The CMS \(\chi^2\)

An implementation of the \(\chi^2\) test described in the previous section is already in place in the standard reconstruction of ECAL signal pulses in CMS. The first task in this study is to investigate the performance of this variable on 2012 data. Because of limited space in the data format used to store information from each channel, the \(\chi^2\) value is stored using 6 bits, with the following compressed scale:

\[
\chi^2_{CMS} = 7(3 + \ln(\chi^2)) \tag{5.4}
\]

This quantity is referred to as \(\chi^2_{CMS}\) to distinguish it from the value of \(\chi^2\) defined in Equation 5.2. With this parametrisation, agreement with the the \(e\gamma\) reference pulse shape (\(\langle \chi^2 \rangle = 1\)) would correspond to \(\langle \chi^2_{CMS} \rangle = 21\).

In Figure 5.2, distributions of the \(\chi^2_{CMS}\) are displayed from 2012 data. Spikes and \(e\gamma\) signals have been selected using the following cuts:

- **For \(e\gamma\) signals:** Swiss-Cross \(\leq 0.9\) AND \(|t_{rec} - t_{col}| \leq 3\) ns.

- **For spike signals:** Swiss-Cross \(> 0.9\) OR \(|t_{rec} - t_{col}| > 3\) ns.

where \(t_{rec}\) is the reconstructed time and \(t_{col} = \{-50\) ns, 0 ns, 50 ns\} are the corresponding times of LHC collisions. These cuts were displayed in Figure 4.4.

As expected, spike and \(e\gamma\) signals peak at different values in their respective \(\chi^2_{CMS}\) distributions. Despite peaking at a larger value, there are a significant number of spikes that have \(\chi^2_{CMS}\) values that are close to those of the \(e\gamma\) signals. This leakage will cause a decrease in both the spike rejection efficiency, as well as \(e\gamma\) acceptance efficiency in any cuts made on the total \(\chi^2_{CMS}\) distribution.
The efficiency of a particular cut is calculated in the following way:

\[
\text{Efficiency} = \frac{\text{Number of events passing the cut}}{\text{Total number of events}}
\]  \hspace{1cm} (5.5)

Here the denominator corresponds to the number of spikes or $e\gamma$ signals that pass the cuts listed earlier. The numerator corresponds to the number of spikes that are above a specific $\chi^2_{CMS}$ value, or the number of showers that are below that same cut. These are then termed the spike rejection efficiency and $e\gamma$ acceptance efficiency respectively. These quantities are computed for a range of $\chi^2_{CMS}$ values and the resulting 2D plot of spike rejection versus $e\gamma$ acceptance is shown in Figure 5.3.

The optimal cut (green point on the right hand plot) displays the value of $\chi^2_{CMS} = 28$ where the spike rejection and $e\gamma$ acceptance efficiencies are simultaneously maximised. At this optimal cut, the following efficiencies are achieved$^1$:

\[
\text{Spike rejection efficiency} = 0.7946 \pm 0.0006 \hspace{1cm} (5.6)
\]
\[
\text{$e\gamma$ acceptance efficiency} = 0.888 \pm 0.001 \hspace{1cm} (5.7)
\]

$^1$The uncertainties included here are due to the number of events that have passed each cut and are assumed to obey a Gaussian distribution the standard deviation of which is equal to the quoted uncertainties.
These efficiencies are well below those achieved by current mitigation techniques employed (Chapter 4). Considering the clear difference between spike and $e\gamma$ digitised pulses (Figure 5.1), the low efficiency values obtained were surprising. The likely cause for this drop in efficiency was thought to be those spikes which had a $\chi^2_{CMS}$ value close to that of the $e\gamma$ signals. As a result the spike distribution in Figure 5.2 was investigated further.

5.3 The $\chi^2_{CMS}$ blind spot

Following a detailed investigation of the source of this inefficiency, the root cause was finally identified. The key to solving this puzzle was to plot $\chi^2_{CMS}$ and the resulting spike rejection efficiency as a function of the reconstructed time. This is when the unusual periodic behaviour illustrated in Figure 5.4 was observed.

The striking feature of the plots in Figure 5.4 is that this data was recorded in 2012 when 20 MHz collisions (every 50 ns) were taking place at the LHC. In other words, there are no $e\gamma$ signals occurring at $t=\pm 25$ ns. However, the spike rejection efficiency drops every 25 ns implying the presence of $e\gamma$-like signals. This behaviour is problematic since the region where the efficiency of the $\chi^2_{CMS}$ cut is low coincides with the time of LHC collisions - which is precisely the region where high efficiency is desired.

An investigation into the source of this behaviour revealed insight to the cause of the periodicity. It was found that for a specific digitisation phase relative to the reconstructed
Figure 5.4: Top: The $\chi^2_{CMS}$ of 2012 data plotted against the reconstructed time of the events. Note the unusual periodic behaviour of the spike events. Bottom: The spike rejection efficiency behaves in an unexpected periodic manner which corresponds to the 25 ns LHC collision period.

time of signals, pulse shape data points from the spike signals lie on top of those from electromagnetic signals. This blind spot, a fundamental property of the 25 ns sampling frequency, means that the pulse shape of these spikes, reconstructed from the 10 existing data points, fits the template for electromagnetic signals, and so has a low value of $\chi^2$. This situation is demonstrated in Figure 5.5.

One possible way to mitigate this is to shift the digitisation phase of ECAL, such that the blind spots occur outside the region of time where the LHC collisions occur. To evaluate the feasibility of this, along with other potential improvements, the development of a specialised pulse shape Monte Carlo simulation was pursued.
Figure 5.5: Average CMS spike and $e\gamma$ pulses within the $\chi^2_{CMS}$ blind spots, measured from CMS data are plotted. The shape of spike pulses from the blind spots fit the reference test beam as well as the shape of $e\gamma$ pulses.
A specialised pulse shape Monte Carlo simulation has been developed. This has been used to study the potential improvements in spike mitigation that can be achieved by modifying the parameters associated with the pulse digitisation process in ECAL. These results will be used to guide the requirements of the upgraded ECAL barrel front-end electronics, which will be installed in 2023 prior to running of the High Luminosity LHC (HL-LHC).

The development of a pulse shape Monte Carlo for both spikes and $e\gamma$ showers relies on the accurate simulation of the pulse digitisation process within ECAL. This process was briefly described in Chapter 3. Here it will be described in more detail so that all possible aspects of the digitisation process can be tuned in the investigation of pulse shape reliant spike mitigation techniques. The accuracy of this simulation is checked by attempting to reproduce the qualitative features of the data that are described in Chapter 5, including the blind spots in the $\chi^2_{CMS}$ variable observed in Figure 5.4.

The starting point in the digitisation process (Figure 6.1) is the arrival of an $e\gamma$ signal or a spike. This signal is then amplified to diminish the relative noise present. The analogue pulse is then convoluted with an electronic shaping function which has the effect of extending the pulse, thereby accentuating the existing features as well as reducing the
noise further. The electronic shaping function has a corresponding shaping time which can be altered to dictate the degree to which the pulse is extended. Finally, the readout digitises this convoluted shape with a set number of samples per pulse (10 samples currently). The readout phase that can be adjusted here. The sampling frequency is currently 40 MHz resulting in one sample every 25 ns. The digitised pulse shape is then sent to the Level-1 trigger where the decision of triggering on the signal is made[7]. The electronic shaping time, digitisation phase, and the number of samples are features which need to be explored and so require flexibility in the simulation.

6.1 Simulation of analogue pulse shapes

The simulation proceeds step by step, following the flow diagram shown in Figure 6.1. The first step involves the generation of the analogue pulse shape which will be convoluted with the electronic shaping function. To do this, the electronic shaping function, as well as the functional form of the expected analogue signal are required.
The electronic shaping function follows the design of the existing ECAL electronics, which uses a CR-RC\(^1\) network\(^2\). The shaping function is described in Equation 6.1 where \(\tau_e\) is the electronic shaping time.

\[
 f(t) = \left(\frac{t}{\tau_e}\right) e^{-\left(\frac{t}{\tau_e}\right)} \quad \text{Electronic shaping function} \quad (6.1)
\]

\[
 g(t) = \left(\frac{1}{\tau_s}\right) e^{-\left(\frac{t}{\tau_s}\right)} \quad \text{Functional form of analogue } e\gamma \text{ pulse} \quad (6.2)
\]

The analogue pulse shape for \(e\gamma\) showers is assumed to follow an exponential time distribution\(^2\), shown in Equation 6.2. This is governed by the decay time constant, \(\tau_s\), of the scintillation light from the PbWO\(_4\) crystals. Here this constant is assumed to be \(\tau_s = 10\) ns.

The convolution of these two functions simulates analogue \(e\gamma\) pulse shapes in ECAL. Therefore, the functional form for a typical \(e\gamma\) pulse is described by:

\[
 F_{e\gamma}(t) = (f * g) = \int_0^t f(s)g(t-s)ds \quad (6.3)
\]

\[
 = \left(\frac{1}{\tau_e\tau_s}\right) e^{-\left(\frac{t}{\tau_e}\right)} \int_0^t s(e^{-\left(\frac{s}{\tau_s}\right)} - \frac{1}{\tau_s})ds \quad (6.4)
\]

\[
 = \left(\frac{1}{\tau_e\tau_s}\right) e^{-\left(\frac{t}{\tau_e}\right)} \int_0^t s(e^{\alpha s})ds, \quad \alpha = \frac{1}{\tau_s} - \frac{1}{\tau_e} \quad (6.5)
\]

\[
 = \left(\frac{1}{\tau_e\tau_s}\right) e^{-\left(\frac{t}{\tau_e}\right)} \left(\left(\frac{1}{\alpha}\right) te^{\alpha t} - \frac{1}{\alpha^2}(e^{\alpha t} - 1)\right) \quad (6.6)
\]

\[
 \Rightarrow F_{e\gamma}(t) = \left(\frac{1}{\alpha^2\tau_e\tau_s}\right) e^{-\left(\frac{t}{\tau_e}\right)} \left((\alpha t - 1)e^{\alpha t} + 1\right) \quad (6.7)
\]

Spikes are caused by the direct ionisation of the APD silicon and, unlike electrons or photons, do not cause an electromagnetic shower within the crystal scintillators. Therefore, the avalanche process due to spikes in the APDs occurs much faster than those due to \(e\gamma\) signals. As a result, the time evolution function of analogue spike signals is assumed to behave as a Dirac delta function which, when convoluted with the electronic shaping function, returns the electronic shaping function itself:

\[
 F_{\text{spike}}(t) = (f * \delta) = \int_0^t f(s)\delta(t-s)ds = f(t) \quad (6.8)
\]

\[
 \Rightarrow F_{\text{spike}}(t) = \left(\frac{t}{\tau_e}\right) e^{-\left(\frac{t}{\tau_e}\right)} \quad (6.9)
\]

\(^1\)This is a circuit which shapes a periodic input and reduces its noise by having a low-pass filter followed by a high-pass filter.
In the current ECAL electronics, the shaping time $\tau_e$ is set to 43 ns. This choice was optimised to provide the best signal to noise ratio for the output, given the current noise levels in CMS. The analogue pulse shapes as currently set up in ECAL are simulated in Figure 6.2.

In CMS currently, a $+2$ ns digitisation phase is applied. What this means in practice is that the signal pulses from $e\gamma$ showers do not reach their maxima in the middle of the 6th digitised sample (as they would if no phase was applied). Instead they reach their maxima 2 ns later. This was done in order to maximise the efficiency of the energy reconstruction algorithms used in the ECAL trigger, which are very sensitive to the precise value of the readout phase[23].

With this information, the digitised pulse shapes can be produced and treated as if they were CMS data.

### 6.2 Simulating the $\chi^2$ behaviour of CMS

The $\chi^2$ definition in Equation 5.2 requires three components:

1. **The digitised pulses:** These are obtained from the simulation using the method described above.

2. **A reference $e\gamma$ pulse:** Here this is assumed to be the functional form of $e\gamma$ pulses ($F_{e\gamma}$) described in Equation 6.7.
3. **Uncertainty in each bin of the digitised pulses:** Taken to be the level of electronic noise expected in CMS data.

In order to implement electronic noise in the simulation, the noise level is assumed to be:

\[ \sigma_{43} = 60 \text{ MeV} \]  

(6.10)

where \( \sigma_{43} \) is the current noise level in CMS appropriate for the existing electronic shaping time of \( \tau_e = 43 \text{ ns} \). This noise is added to each sample by randomly sampling a Gaussian distribution with \( \sigma = 60 \text{ MeV} \).

In order to provide a realistic simulation of spikes and electromagnetic showers in CMS, we also need to generate pulses according to the observed energy and timing distributions in data. This is particularly important as the relative contribution of noise is not equal for pulses of different energies. In addition, the relative phase of digitisation is dependent on the value of the reconstructed time. These distributions are obtained from 2012 data by identifying pure spike and \( e\gamma \) samples using a combination of Swiss-Cross and timing cuts, and can be seen in Figure 6.3. This is followed by the production of large numbers of spikes and \( e\gamma \) events by randomly sampling from the two different probability distributions discussed above.

A simulation of \( \approx 37000 \) events using this method resulted in the \( \chi^2 \) distribution displayed in Figure 6.4 for both \( e\gamma \) and spike pulse shapes. Unlike CMS, here it is not necessary to apply any logarithmic scaling to the \( \chi^2 \) value to save space, therefore the quantity plotted is indeed what is represented by Equation 5.2. The \( \chi^2 \) distribution for \( e\gamma \) showers has a mean of 1.0, which expected (Equation 5.3). The spike distribution contains two individual peaks, and is in qualitative agreement with Figure 5.2 from CMS data (note the different bin widths in the two plots).

One of the main goals of the simulation is to reproduce the periodic behaviour exhibited in the CMS \( \chi^2 \) distribution for spikes (Figure 5.4). Figure 6.5, which uses simulated events, indeed demonstrates this periodic behaviour. From this plot is is clear that the blind spots are replicated by this pulse shape Monte Carlo, confirming its accuracy. By including the current digitisation phase of 2 ns, the blind spot appears in almost exactly the same place as in Figure 5.4.

Finally, the spike rejection and \( e\gamma \) acceptance efficiencies of these simulated events were calculated (Figure 6.6). This plot was produced using the same method used to produce Figure 5.3 and described in Chapter 5. Immediately apparent is that the efficiencies in
Figure 6.3: Top: The probability distribution functions for the reconstructed energy of both spikes and $e\gamma$ signals is displayed. Note that as expected, the spikes have a larger contribution to high energy signals. Bottom: the probability distribution functions of reconstructed time for spikes and $e\gamma$ signals are displayed.

Figure 6.4: The distribution of the $\chi^2$ for simulated $e\gamma$ and spike pulses. As in CMS, there exists a definite leakage of spike events into the $e\gamma$ distribution. Note that the horizontal axis is in logarithmic units to render the plot comparable to the CMS distributions (Figure 5.2) which contain the CMS parametrisation (Equation 5.4).
**Figure 6.5:** Top: The distributions of $\chi^2$ for simulated $e\gamma$ and spike pulses are plotted against their reconstructed time. The periodic behaviour of the spike distribution is reproduced here. Bottom: simulated $e\gamma$ and spike pulses from the blind spot are compared. The analogue pulses for the spike and $e\gamma$ signals are included to demonstrate the situation more clearly.

This case (optimal cut efficiencies: Equations 6.10, 6.11) are all somewhat better than those presented for CMS data in Figure 5.3.

Simulated spike rejection efficiency = $0.9537 \pm 0.0004$ \hspace{1cm} (6.11)

Simulated $e\gamma$ acceptance efficiency = $0.9703 \pm 0.0003$ \hspace{1cm} (6.12)

This is not critical in the studies presented in the next Chapter, where relative differences between different pulse shaping algorithms are examined. However, it remains to be studied. It is likely that this is due to the variation between pulse shapes in CMS, which are not simulated here, together with the effects of pileup (also not simulated) which would distort the pulse shapes from the ideal case. However, one should note that the
Pulse shape Monte Carlo

simulation tool developed here is sufficiently flexible that such effects can be incorporated and studied in the future.

![Efficiencies of sliding $\chi^2$ cut](image)

**Figure 6.6:** *Left:* Spike rejection efficiency of a sliding cut on the $\chi^2$ distribution of simulated pulses is plotted against the $e\gamma$ acceptance efficiency. *Right:* Zoom on the top left corner of the plot on the left, the point closest to 100% efficiency is highlighted and the corresponding value of the $\chi^2$ cut is displayed.

In summary, the pulse shape simulation has reproduced the general behaviour of CMS pulses and the periodic blind spot exhibited in the $\chi^2$ distributions for CMS spikes. This tool can now be used to tune the conditions of the digitisation process to optimise the discriminating power of pulse shape based spike mitigation techniques.
The frustration level can get...quite high.

David Petyt, Commenting on the CERN WiFi
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Optimisation of pulse shape discrimination using the Monte Carlo simulation

Following the development of the specialised pulse shape simulation tool, we are now in the position to investigate possible improvements to the pulse digitisation process to maximise spike rejection via pulse shape discrimination. These improvements include:

- New functionality that includes increasing the number of digitised samples and changing the electronic shaping time. These may be implemented when the ECAL front-end electronics are replaced in 2023 prior to HL-LHC running.

- Optimising existing settings by changing the digitisation phase. This can be implemented now without upgrading the electronics.

The current simulation tool allows all three of these parameters to be explored. Their effect on the spike rejection capabilities of ECAL will be investigated in this chapter.

7.1 Tuning the electronic shaping time

The electronics shaping function, shown in Equation 6.1, with characteristic shaping time $\tau_e$, extends and shapes the analogue pulse from the APDs. The value of $\tau_e$ was
Monte Carlo studies

optimised to provide the best signal to noise ratio for the electronics noise currently present in CMS. There are several factors to consider when assessing whether to change the shaping time:

- A shorter shaping time accentuates the difference between spikes and $\gamma$ pulses. This can be seen in Figure 7.1, which shows simulated spike and $\gamma$ pulse shapes for three different values of $\tau_e = \{20\,\text{ns}, 43\,\text{ns}, 66\,\text{ns}\}$. This may improve the discriminating power of pulse shape variables in rejecting spikes.

- At the high pileup values expected at the HL-LHC[24], the probability of having overlapping pulses in the same channel will increase. This will distort the pulse shape and negatively affect pulse shape reconstruction and discrimination. This effect can be reduced by shortening the shaping time, effectively reducing the spill over between consecutive 25 ns time samples.

- Altering the shaping time changes the level of electronic noise in each digitised sample. The relationship between noise and shaping time is as follows:

$$\sigma_{\tau_e} = \sqrt{(0.025)\sigma_{43}^2 \left(\frac{43}{\tau_e}\right) + 0.47 \left(\frac{\tau_e}{43}\right) (I_d)}$$

(7.1)

Where $\sigma_{43} = 60$ MeV represents the current level of noise at CMS in MeV and $\tau_e$ is the electronic shaping time in ns. $I_d$ represents what is referred to as dark current in the APDs in units of $\mu A$.

The two terms in this equation have different $\tau_e$ dependence. The first term, which is constant in time, is inversely proportional to $\tau_e$. The second term, which increases with integrated luminosity is proportional to $\tau_e$. The optimisation of $\tau_e$ therefore depends on the relative size of these two terms. Since it will not be possible to change the shaping time before 2023, one should consider the value of these two terms under HL-LHC conditions.

The dark current $I_d$ results from radiation damage due to neutron irradiation of the APDs as they age and the LHC ramps up in luminosity. APDs, as well as all other diodes, suffer from dark current when the depletion region within their $PN$ junction develops defects within the lattice. The consequence of this is the increased rate of the generation of random electron-hole pairs which act as charge carriers through the depletion region. Due to the existing reverse bias applied to the APDs, these charge carries form a constant current ($I_d$). This current increases as the lattice is damaged due
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to neutron irradiation at the LHC in high radiation environments and so the value of $I_d$ increases with total integrated luminosity\cite{25}.

Table 7.1 summarises the noise expected for three different values of $\tau_e$ and for two values of $I_d$: First the current (2012) conditions where $I_d \approx 0 \, \mu A$, and second, the expected conditions during the running of HL-LHC where $I_d \approx 100 \, \mu A$. It is clear that the optimal choice of $\tau_e$ for the best noise performance strongly depends on the value of $I_d$, with a shorter shaping time being beneficial for the large values expected in 2030\textsuperscript{1}.

<table>
<thead>
<tr>
<th>$\tau_e$ (ns)</th>
<th>Digitisation noise (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_d \approx 0 , \mu A$ (2012)</td>
</tr>
<tr>
<td>66</td>
<td>48</td>
</tr>
<tr>
<td>43</td>
<td>60</td>
</tr>
<tr>
<td>20</td>
<td>88</td>
</tr>
</tbody>
</table>

Table 7.1: A summary of the effect of dark current ($I_d$) and electronic shaping time ($\tau_e$) on the APD noise. The dark current values of 2012 and that predicted in 2030 during the High Luminosity phase of the LHC are listed for three different values of shaping time. The information for 2030, as well as for the 20 ns and 66 ns shaping times are extrapolated using Equation 7.1.

Figure 7.1: Simulated analogue pulses for 3 different shaping times are plotted. The larger the shaping time, the smaller the difference between $e\gamma$ and spike pulses.

The effectiveness of changing the shaping time on spike rejection can be seen in Figure 7.2. Here the spike rejection efficiency is plotted against transverse energy for three values of $\tau_e$ and for two values of $I_d$ (top plot: $0 \, \mu A$, bottom plot: $100 \, \mu A$). The spike rejection efficiency at each point in the plot is computed at the value of $\chi^2$ that yields 98% $e\gamma$ acceptance efficiency.

\textsuperscript{1}The HL-LHC will begin running in 2025 after the end of the upgrade starting in 2023. The values used in this study are those expected after several years of HL-LHC running.
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Figure 7.2: Top: The spike rejection efficiency of the $\chi^2$ distribution for pulses produced by the APD with $I_d \approx 0 \mu A$ (corresponding to CMS 2012 conditions) is plotted against transverse energy. The minimum $e\gamma$ acceptance efficiency is set to be at least 98%. Bottom: The same as the plot on top with $I_d = 100 \mu A$ as predicted for the High Luminosity stage of the LHC in 2030[13].

The top plot of Figure 7.2, which is for the current $I_d$ conditions, displays that there is no advantage in reducing the shaping time. Here, the larger difference in pulse shapes between spikes and $e\gamma$ signals is counteracted by the increased noise. This is not a particular issue, since it is not possible to modify the shaping time until 2023, however it shows that the existing shaping time of 43 ns is about optimal for the current LHC conditions.

The bottom plot of Figure 7.2 shows that a shorter shaping time is indeed beneficial for the noise conditions expected during HL-LHC[13]. This is because of the lower digitisation noise reported in the right-hand column of Table 7.1. The figure shows that a shaping time of 20 ns performs considerably better than $\tau_e = 43$ or 66 ns in conditions where the dark current dominates the overall electronic noise.

Finally, an interesting side effect of changing the shaping time is shown in Figure 7.3. This figure displays the efficiency curves for $\tau_e = 43$ and 20 ns, within the collision time.
windows (\(|t_{\text{rec}} - t_{\text{col}}| < 3 \text{ ns}\)). Here a shorter shaping time produces better spike rejection and \(e\gamma\) acceptance probabilities. This means that in this region of phase space, the larger shape difference with a smaller shaping time (Figure 7.1) provides a net benefit.

### 7.2 Optimising the digitisation phase

During the analysis of 2012 data (Chapter 5), altering the digitisation phase of the pulses was one of the solutions suggested to move the blind spot of the \(\chi^2\) away from \(t = 0 \text{ ns}\). The optimal phase is found by minimising the overlap between spikes and \(e\gamma\) signals in the 2D plane of \(\chi^2\) versus reconstructed time. This is demonstrated in Figure 7.4 where the current phase is used in the top plot and the optimal phase is used in the bottom plot.

As expected, the optimal digitisation phase fully separates spikes from \(e\gamma\) signals. This is achieved with a total phase shift of \(\Delta t = -9 \text{ ns}\) compared to the current digitisation phase.

The spike rejection versus \(e\gamma\) acceptance curves for the current and optimal digitisation phase for signals within the collision time windows are shown in Figure 7.5. The pulse shapes are digitised with the same shaping time and number of samples as in CMS data during 2012. Here once can see that for data within the collision time windows, the inefficiency due to the blind spot is completely eliminated when the optimal phase is applied.
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Figure 7.4: Top: The behaviour of the $\chi^2$ distribution against time for simulated pulses with the nominal digitisation phase of $t_1 = 2$ ns. Bottom: The same as above with an optimised digitisation phase of $t_2 = -7$ ns resulting in a total $\Delta t = -9$ ns phase shift.

Figure 7.5: Left: Spike rejection efficiency of a sliding $\chi^2$ cut is plotted against $e_{\gamma}$ acceptance efficiency for signals within the collision time windows for pulses digitised with a phase of $t_1 = 2$ ns as was the case in CMS in 2012. Right: The same as on the left with the digitisation phase optimised with $t_2 = -7$ ns resulting in a total $\Delta t = -9$ ns phase shift.
The process of optimising the digitisation was repeated with a shorter shaping time of $\tau_e = 20$ ns. Here it was found that the blind spot could be eliminated with a smaller phase shift of $\Delta t = -7$ ns relative to the current phase. This is a relevant difference since there will be a trade-off between the optimum phase needed for spike rejection and that required for the optimal amplitude reconstruction of signals in the ECAL trigger (see discussion in Chapter 6).

### 7.3 Increasing the number of digitised samples

As Figure 6.5 demonstrated, the blind spot is a consequence of the scarcity of the number of digitised samples since the pulse shapes prior to digitisation are clearly different (Figure 6.2). By increasing the number of samples from 10 to 20, the distribution of $\chi^2$ for simulated spikes pulses is moved further from that of $e\gamma$ pulses. This is clearly demonstrated in the top plot of Figure 7.6, which shows almost complete separation between the spike and $e\gamma \chi^2$ distributions. Furthermore, in the bottom plot which shows the dependence of $\chi^2$ on reconstructed time, the blind spot is completely removed. Note that since there are now 2 measurements in each 25 ns period when 20 samples are used, the periodicity of the $\chi^2$ distribution is halved.

The improvement in spike rejection from doubling the number of samples is shown in Figure 7.7, which plots the spike rejection efficiency versus $e\gamma$ acceptance for pulses with 10 digitised samples (left) and 20 digitised samples (right). All other variables (digitisation phase and shaping time) are fixed to their default values. One can clearly see that it is possible to achieve 100% spike rejection with 100% $e\gamma$ acceptance for all signals if 20 samples are used.
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Figure 7.6: Top: The $\chi^2$ distributions of simulated spikes and $e\gamma$ signals are plotted for signals with 20 digitised samples. The $\chi^2$ distribution for simulated $e\gamma$ pulses are almost completely separated from that of the simulated spikes when the number of samples is increased from 10 to 20. Bottom: The $\chi^2$ distributions for spikes and $e\gamma$ signals are plotted against time for signals with 20 digitised samples. The spike $\chi^2$ drop period is half that of CMS in this case and the blind spots no longer exist.

Figure 7.7: The effect of changing the number of samples on the efficiency curves of the $\chi^2$ variable are plotted. Left: Efficiency of $\chi^2$ of simulated pulses with 10 samples per digitised pulse. Right: Same as the left with 20 samples per digitised pulse.
Analysis of results and conclusion

In this chapter a summary of the work will be presented and the proposed pulse shape dependant spike mitigation solutions will be analysed on a cost/benefit basis. These will be evaluated based on the effect they have on the spike triggering rates of L1 (Table 2.1) as was done for existing mitigation methods in Chapter 4. This analysis will be followed by concluding remarks on the current work, as well as a proposal for the future study of spike mitigation in the CMS barrel ECAL.

8.1 Summary

The occurrence of spikes in the CMS barrel ECAL reduces the available bandwidth of the Level-1 and HLT triggers for good events (Table 2.1). This rate reduction, if ignored, would dramatically affect the performance of CMS event reconstruction and energy resolution for any and all interactions involving electrons or photons in the final state (Chapter 2). It was discovered that the anomalous signals result from direct ionisation of the APDs by charged hadrons resulting from interactions in LHC collisions. Many of these hadrons are end products of processes occurring within the protective epoxy coating that exists between the APDs and the PbWO$_4$ crystals (Figure 3.1).
Summary

Two of the three properties of spikes, namely their energy topology and reconstructed time (Chapter 3) have been previously used to mitigate the rates of spike triggering at L1 and HLT\cite{6, 15}. However, it was found that the combination of these two techniques does not cover the full range of phase space. There exists a region when the signal pulses have a reconstructed time coincident with LHC collisions, where the existing methods are less efficient (Figure 4.4).

This report has presented the potential of using a third property of spikes, their pulse shape, in developing new and improved techniques for spike mitigation.

Using the $\chi^2$ statistic to differentiate between $e\gamma$ and spike pulses in CMS data, it was found that in certain cases, there are not enough samples in the digitised pulse to separate the two. This combined with the relative phase at which CMS decides to digitise pulses (Figure 6.1), causes the $\chi^2$ statistic to develop a periodic blind spot where $e\gamma$ pulses and spike pulses are identical to within errors (Figures 5.4, 5.5).

Since the location of these blind spots depends on several parameters of the digitisation process (Figure 6.1), a special pulse shape Monte Carlo simulation was developed to study the effect of altering each parameter, either individually or in combination (Chapter 6). This specialised tool was first benchmarked by replicating the features observed in CMS data. It was then used to optimise the digitisation parameters to maximise spike/$e\gamma$ separation in $\chi^2$ space. The Monte Carlo was used to study the effect of altering the electronic shaping time, the digitisation phase of the analogue pulses, and the number of samples per digitised pulse.

The results from these studies were presented and analysed briefly in the context of spike rejection and $e\gamma$ acceptance efficiencies for each of the three parameters listed above. A summary of these results and an assessment of their potential implementation in CMS will be presented in the next section.

8.2 Analysis of proposed solutions

8.2.1 The electronic shaping time

Reducing the electronic shaping time has two effects:

- It increases the shape difference between spike and $e\gamma$ pulses (Figure 7.1)
- It changes the level of electronic noise per digitised sample (Equation 7.1)
Summary

It was found that the critical variable determining the optimal value of the shaping time is the APD dark current ($I_d$ in Equation 7.1). For large values of this parameter, expected during HL-LHC running, it is seen that the second term in Equation 7.1 dominates and that a shorter shaping time is preferred. This is demonstrated clearly in Figure 7.2, which shows that a 20 ns shaping time is better than the existing 43 ns shaping time for spike rejection under HL-LHC running conditions.

For existing conditions (small $I_d$) the improved shape difference for a shorter shaping time is cancelled out by the increased noise predicted by Equation 7.1. However, since changing the shaping time requires the full dismount of the ECAL supermodules and refurbishment of the on-detector electronics, such an operation is not possible until 2023, at the start of HL-LHC upgrade period.

Given these findings, reducing the electronics shaping time is preferable for the optimal operation of ECAL in the context of spike mitigation at HL-LHC.

8.2.2 The digitisation phase

The location of the periodic blind spot of the $\chi^2$ statistic is due to the relative phase between the time of digitisation and the reconstructed time of incoming pulses. By appropriately altering the digitisation phase, it was demonstrated that the $\chi^2$ mixing of simulated spikes and $e\gamma$ signals within the collision time windows is entirely circumvented (Figure 7.4).

For the existing CMS conditions where a $\pm 2$ ns phase shift is already present, it was found that a total net phase shift of $\Delta t = -9$ ns is necessary to achieve optimal separation between $e\gamma$ and spike $\chi^2$ distributions (Figure 7.5), thus allowing near 100% efficiency for both spike rejection and $e\gamma$ acceptance within the collision time windows. When a reduced shaping time of $\tau_e = 20$ ns is used, the net phase shift for full separation is reduced to $\Delta t = -7$ ns.

Studies of the digitisation phase suggest that for any shaping time an appropriate digitisation phase will eliminate all mixing between the $\chi^2$ distributions of spikes and $e\gamma$ signals within the time windows of collision. This is only effective if timing information is also used in spike rejection, meaning that it is not effective at L1 (where no timing information can currently be used) and at the HLT (where no timing information is currently used). However, it can provide a benefit to offline reconstruction, where both timing, Swiss-Cross and $\chi^2$ variables could be combined to reject spikes.

It is therefore useful to consider changing the digitisation phase for future LHC running, especially as it requires no hardware upgrade. For this, one must take care to ensure
that any change in phase does not significantly impact the amplitude reconstruction in the trigger. This means that a phase scan must be performed to determine an acceptable compromise working point that improves spike rejection without impacting trigger performance.

8.2.3 The number of digitised samples

The root cause of the blind spot phenomena in the $\chi^2$ distribution of spike signals is the lack of enough digitised samples per pulse to distinguish between $e\gamma$ and spike pulses (Figure 6.5). The most straightforward solution is therefore to increase the number of samples.

It was found that doubling the number of samples from 10 to 20 results in $e\gamma$ and spike $\chi^2$ distributions that are completely separated (see Figure 7.6). This showed that increasing the number of samples is a very powerful way of increasing the resolving power of ECAL to reject spikes.

However, increasing the number of samples (which is only possible when the ECAL electronics are refurbished in 2023 prior to HL-LHC) has other implications. Doubling the number of samples doubles the data volume. It has increased costs due to the larger number of readout fibres required and the additional computing resources to manage this bigger data size.

One logical extension of this result is to perform a shape test on the analogue pulse shape, i.e. within the front-end electronics before pulse digitisation has taken place. This is equivalent to having a very large number of digitised samples and can completely remove the blind spot problem discussed earlier. This could manifest itself as a pulse shape based discriminating bit which would use properties such as the energy and width at half maximum of the incoming analogue pulses to produce a spike flag. This spike-bit could take the following form:

$$
\lambda = \frac{1}{2} \left( \left| \frac{W_i}{E_i} - \frac{w_{ref}}{E_i} \right| + 1 \right), \quad \frac{W_i}{E_i} \neq \frac{w_{ref}}{E_i} \quad (8.1)
$$

Where $\lambda$ is the spike checking bit. $W_i$ and $E_i$ represent the width at half maximum and the maximum energy of the incoming pulse respectively. $w_{ref}$ represents the width at half maximum per energy of a reference intermediate pulse shape between typical $e\gamma$ and spike signals. This has to be optimised empirically. According to Equation 8.1, every time a pulse is narrower than the cut off pulse related to $w_{ref}$, the bit returns $\lambda = 0$ and
if it is larger the bit returns $\lambda = 1$ thus allowing L1 to reject all events with $\lambda = 0$ as spikes.

Such a bit which utilises pulse shape based discrimination methods would heavily benefit from the analogue pulses that exist prior to digitisation and so could solve the spike problem at the Level-1 trigger, or at the very least, heavily reduce the current spike rate that flows through to the HLT.

8.3 Conclusion

The cause of spikes in the CMS barrel ECAL and the current mitigation methods have been explored and summarised. It was found that of the three main properties of spikes, the pulse shape had not yet been directly exploited leaving the most interesting part of the phase space, namely, the collision time windows (Figure 4.4) with unmitigated spikes. Exploring the $\chi^2_{CMS}$ of pulses revealed a inherent periodic blind spot which affected pulses occurring within the collision time windows (Figures 5.4, 5.5).

During this research it was discovered, via the development of a detailed Monte Carlo simulation, that optimising the digitisation process results in significant improvement of spike mitigation within the collision time windows.

It was found that shortening the shaping time, together with an appropriate shift in the digitisation phase can completely solve this problem for the offline reconstruction of data (Figure 7.5) and potentially at the HLT as well. However, it does not affect the spike rates at the Level-1 trigger.

The most powerful effect was found by increasing the number of samples from 10 to 20. This allowed full discrimination between spike and $e\gamma$ pulses (Figures 7.4, 7.5). Implementing this in CMS directly would require doubling the current data bandwidth which which would have non-negligible implications on the design of the off-detector readout and data acquisition systems of CMS.

An alternative would be to develop a single discriminating bit (such as Equation 8.1) which would use the well-defined shape of analogue signals prior to digitisation to prevent triggering on spikes.

In conclusion, to maintain the excellent performance of the CMS barrel ECAL and allow it to continue to provide crucial physics data in a reliable manner, it is suggested that the electronic shaping time in the replacement ECAL electronics be reduced to $\tau_e \approx 20$ ns and the digitisation phase be altered by $\Delta t = -7$ ns from its current setting. This, in conjunction with a cut on reconstructed time and the Swiss-Cross variable, would
eliminate almost all of the current spike rate within the collision time windows depicted in Figure 4.4.

For the future, effort should be devoted to the development of a *spike-bit* that can be implemented in the replacement front-end electronics. This bit would exploit the difference in the analogue shapes of spike and $e\gamma$ pulses (i.e. before digitisation). From the existing studies, this should be a very powerful method in rejecting spikes. A proposed variable for such a bit is presented in Equation 8.1 to serve as a starting point for future work and the Monte Carlo framework developed in this study can be adapted to study its performance.
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